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1. Search and State Spaces
(a)
What is the size of the search space for noughts and crosses (tic-tac-toe)?  Explain your reasoning.
(6 marks)
(b)
What would be a good algorithm for playing noughts and crosses?  Explain the algorithm, and you may use its common name.  
(6 marks)
(c)
The travelling salesman problem involves a salesman going to all of the cities but going to each just once.  The goal is to travel as little as possible. What is a good algorithm for solving the travelling salesman problem?  You can assume that you’ll have around 40 cities. Why is it a good algorithm?
(8 marks)

(d)
If you had over 100 cities, would you typically be able to find the optimal solution in a reasonable time?  What techniques could you use to improve the results?
(5 marks)

2. Knowledge Representation
(a)
Write a logical equation for the sentence “If Chris is marking this he is the world’s best lecturer.”
(5 marks)

 (b)
 Draw a logic table for if and explain what the various options for the sentence in part (a) mean.
(5 marks)

 (c) Draw a Semantic Net to describe cars.  Use at least 12 nodes and 4 types of 
arcs.  Include the most important types of arcs for this net.
 (10 marks)

(d)
 What is the value of XML?
(5 marks)

3. Machine Learning
(a) Case based reasoning often uses nearest neighbour to find the nearest case to a queried case.  The cases are represented by four integers, and three cases are (10,5,2,7); (4,3,9,8); and (3,7,5,11).  Using Euclidean distance, which is closest to the queried case (5,5,5,5)?
(5 marks)

(b) In this CBR system, there are only four possible outcomes. Instead of the Euclidean distance measure, would a self-organising map be a good retrieval metric.  If so, describe how the system would work.  If not, why not.
 (8 marks)

(c) Would a genetic algorithm be a good retrieval metric?  If so, describe the genes and the evaluation function.  If not, why not?
(6 marks)

(d) In general, how can you determine if a retrieval metric is effective.  
(6 marks)

4. Applications 
(a)
Describe three widely used applications of computer vision. 
(6 marks)
(b)
The Hopfield network is a connectionist system, as is a Multi-layer perceptron. The standard model of a Hopfield unit is roughly the same as MLP unit model with a step transfer function.  These are both roughly the same as the integrate and fire neural model (McCullouch Pitts).  Describe this model.  For full points, use mathematical equations.
(10 marks)
(c) Google has developed a self-driving, robotic, car.  Describe sensors that this car might have.  Describe the effectors it might have.  Which of these effectors and sensors are you certain that it has;  you can argue why you are certain or merely state how you know that it has these.
(9 marks)

