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Abstract

The Hebbian learning rule is the best model that we have for learning in biological neural systems. This paper points out that any reasonable variant of the Hebbian rule forces connections between neurons to become correlators of the firing of those neurons. That is, if neurons A and B fire together more frequently than neurons A and C, then the connection between A and B is greater than the connection between A and C. A new variant of the Hebbian rule is described and is shown to exhibit linear correlation values.

This learning rule is then used as a basis for forming Hebbian Cell Assemblies (CAs). It is shown how the learning rate and pattern presentation mechanism affects the variance of these weights. It is shown how spreading activation increases the correlation values, and how fatigue reduces the correlation values.

The compensatory learning rule is described. This variant of the Hebbian learning rule is used to enable CAs to form based on a variety of patterns. These simplified neurons, simplified axons, and idealised learning mechanisms are used to allow the formation of overlapping CAs. To the best of our knowledge, this is the first description of overlapping CAs being formed from valid physical neural models.

This information forms the basis of a formal explanation of how CAs are formed, and when they are formed. The paper concludes with a discussion of these issues and of future work.

1 Introduction and Background

The Cell Assembly (CA) is a central concept in computational neuropsychology and in cognitive science in general. The basic idea is that what we consider concepts are stored in the brain by reverberating neural circuits called CAs. CAs are made up of neurons that are connected by synapses with large strengths. The CA is activated by some of its neurons being fired. These neurons then cause other neurons in the CA to fire leading to a cascade. These neurons then form a reverberating circuit that enables the CA, and thus the concept, to remain active for longer than a single neuron could remain active. This report is based on work described in [11], further explanations of some aspects of CAs can be found in that report.
The CA is formed by strengthening existing connections. This is done by a form of Hebbian learning which may be manifested in the brain via long-term potentiation and depression.

There are a wide range of simulations of neurons (e.g. [3, 6, 2]). In this report we focus on a simple neural model, the spiking leaky integrator. This simple model may not be perfect [16], however it is clear that biological neurons can integrate activation from incoming synapses, that activation leaks away, and that they fire sending spikes to the synapses leading from it [5]. Consequently, any behaviour that can be generated from this type of model can be done in the brain.

Simulated networks of spiking leaky integrator neurons can learn CAs [11]. CAs are good because they have interesting computational properties and there is biological evidence that they exist [1, 7, 20]. Some computational properties include their ability to represent both short and long term memories. Short term memories are represented by a firing CA. A long term memory is represented by a change of synaptic weights that allows a stable state to form. This stable state or circuit is a CA.

Biological plausibility and five decades of theoretical exploration of CAs have lead to a relatively malleable theory. This theory started with [8], and has had major contributions from [17, 1, 20, 4] among many others. This report describes simulations based on the CANT model [12]; this model attempts to adhere closely to CA theory, and thus attempts to be biologically plausible.

In this report, we start with the simple assumption of firing neurons and Hebbian learning. We show how our particular variant of Hebbian learning leads to synapses being indicators of the likelihood the post-synaptic neuron fires when the pre-synaptic neuron fires. This is done both mathematically and via simulation evidence.

We then introduce the known neural properties of fatigue and spread of activation. We describe simulations that show how these properties effect the synaptic weights.

In the fourth section we discuss CA formation from these simple neurons. The compensatory learning rule is described and it is shown how this biologically plausible learning rule can be used to increase the range of patterns that can be classified. We introduce inhibitory neurons to allow CAs to compete. Prior work has shown how CAs can be formed with neurons participating in only one CA. The present work shows how neurons can participate in multiple CAs.

The fifth section is a discussion of the ramifications of these simulations. The final section is a conclusion and a discussion of future work.
2 Connections as Neuron Correlators

The Hebbian learning rule can be described as follows: if a node is connected to another node, and both are activated at a given time step then the strength of the connection is increased. This is shown in Equation 1:

\[ if((F(i)andF(j)) then(w_{ij} = w_{ij} + R) \]

Equation 1.

If nodes \( i \) and \( j \) fire, then the connection strength of the synapse is increased by some value \( R \).

The logical extension of the Hebbian learning rule is that the weights correlate how often the post-synaptic neuron fires when the pre-synaptic neuron fires. If neuron \( i \) is connected to neurons \( j \), and \( k \), then if \( j \) fires more frequently than \( k \) along with \( i \), the synaptic weight \( w_{ij} \) will be higher than \( w_{ik} \).

2.1 Formal Correlation Values

The Hebbian learning rule can be used to correlate the firing of two neurons. In biological systems, the connections or synapses lead to the activation of other neurons. In simulations, this need not be the case. For the rest of this section, the connections merely state how likely it is that the post-connection neuron will fire if the pre-connection neuron fires. We will call this the correlation \( L_{ij} \).

In our model, learning only occurs when the pre-connection neuron is fired. If the post-connection neuron also fires, the connection’s weight is increased. If on the other hand it does not fire, the connection’s weight is reduced using a parallel rule known as the anti-Hebbian learning rule. However, the amount that the weights change cannot be constants. If they were constant, the weight will either stay at or around zero (if the post-connection neuron fired less than half the time) or tend to infinity (if the post-connection neuron fired more than half the time) [13].

If we would like \( w_{ij} \) to have the value of \( L_{ij} \) it has to be between 0 and -1. So, the amount the weight decreases should keep the weight above 0. If decreasing never goes below 0, half of this constraint is met.

The weight can be kept above 0 by changing the weight by a constant multiplied by the weight as shown in Equation 2. The constant should be between 0 and -1 and is called the learning rate \( R \). The equation is thus:

\[ \Delta w_{ij} = w_{ij} * R \]

Equation 2.
As the weight approaches 0, the amount it changes is also reduced. It will never go below 0.

The goal is to have the weight equal the correlation. If the weight is greater than correlation, it should tend to decrease, and if it is smaller it should tend to increase.

The weight will tend to increase if the amount reduced $f(x)^1$ times the frequency of reduction $L$ is less than the amount increased $g(x)$ times the frequency of increase $1-L$. The weight will tend to decrease if $f(x) * L > g(x) * (1 - L)$. If the correlation is high, there should be many small increases and few large decreases; if the correlation is low, there should be many small decreases and a few large increases.

The amount that the weight should be increased should balance the amount it is decreased. This balances when the increase is the amount of decrease $f(x)$ times the number of reductions for each increase. The number of reductions per increase is $(1/L_{ij}) - 1$ yielding Equation 3:

$$\Delta w_{ij} = f(x) * ((1/L_{ij}) - 1)$$

Equation 3.

This all assumes that we have the correlation $L_{ij}$. However, we do have this value in the weight $w_{ij}$. Initially we do not know this value, but frequent applications of the learning rules makes $w_{ij}$ tend toward $L_{ij}$. If the $w_{ij}$ is greater than $L_{ij}$, it will be reduced because there will be fewer small increases than expected. Similarly if $w_{ij}$ is less than $L_{ij}$, it will be increased because there will be fewer small decreases than expected.

This rule leads to a function where $w_{ij} \simeq L_{ij}$. This rule could be modified to produce a range of monotonic functions. However, for this report we will continue using this linear learning rule.

For example, if a neuron starts with a weight of .3, and the learning rates are the high values of .1 for increase, and -.1 for decrease, Table 1 describes the results of a sample series of activations.

<table>
<thead>
<tr>
<th>$j$ fires</th>
<th>$(1/L_{ij}) - 1$</th>
<th>$\Delta w_{ij}$</th>
<th>New Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>fires</td>
<td>2.3</td>
<td>0.23</td>
<td>0.53</td>
</tr>
<tr>
<td>fires</td>
<td>0.89</td>
<td>0.09</td>
<td>0.62</td>
</tr>
<tr>
<td>no fire</td>
<td>not app.</td>
<td>0.06</td>
<td>0.56</td>
</tr>
<tr>
<td>fires</td>
<td>0.79</td>
<td>0.08</td>
<td>0.64</td>
</tr>
<tr>
<td>no fire</td>
<td>not app.</td>
<td>0.06</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 1: Sample Connection Weights

Note that the real correlational value from the data is 0.60, and the last four all are quite near to that.

\(^1f(x)\) is the change $\Delta w_{ij}$ from Equation 2.
2.2 Actual Correlation Values

Using the CANT model, we have conducted several simulations. The topology of the CANT network is a 20 by 20 network of neurons. These neurons are connected in a distance biased fashion; i.e. a neuron is more likely to be connected to a neuron that is close to it than one that is far from it. The topology is toroidal meaning that the top row is adjacent to the bottom row as well as the second row, and the left column is adjacent to the right column as well as the second column. The toroidal topology is used to avoid boundary conditions.

All of the simulations in this report are presenting two types of patterns. The first type of pattern consists of the top eleven rows and the second pattern consists of the bottom eleven rows. This means that both patterns contain the middle two rows. An instance of a pattern is twenty of the possible 220 neurons.

This type of pattern allows a range of correlations and it allows neurons to participate in more than one CA. Indeed this overlapping pattern is more complex to learn than is a mutually exclusive pattern (see section 4).

2.2.1 Correlation with .1 Learning Rate

In the first simulation, an instance of the top pattern is presented followed by an instance of the bottom pattern. Each presentation is one cycle. The connection weights are initially set to a random small weight. Table 2 describes the average connection weight of various types of connections.

The solid line refers to connections from a neuron in the top nine rows to a neuron in the top nine rows. The likelihood of the post-connection neuron being activated when the pre-connection neuron being activated is 19/219 or 0.0867. As predicted the average tends toward this. The chart only shows the top to top activation, but the bottom to bottom and middle to middle do the same thing. The dotted and dashed line shows the average weight of the connection from a neuron in the top to a neuron in the bottom. This quickly tends to 0.01 which is the minimum value of a connection in the current simulation. The actual correlation is zero because no top neuron fires simultaneously with a bottom neuron. Again, only top to bottom is shown, but bottom to top connections have a similar value. Finally, the dotted line shows the average weight of connections from the middle to the top; similar weights are obtained from the middle to the bottom. This weight should tend toward 19/399 or 0.0476 and it does tend toward this weight.
2.2.2 Correlation with .05 Learning Rate

The learning rate is important. There is stochastic variation within these runs. Note a brief rise in table 2 of the dotted line at cycle 800. This variance is also shown below in table 4. If the learning rate is low, the connection weights should converge more slowly, but there should be less variance. The above simulation used a learning rate of 0.1. The same simulation was rerun with a learning rate of 0.05. The average connection weights are described in table 3.

As predicted, the top to top connections tend toward 0.0867, the middle to top connections toward 0.0476 and the top to bottom connections toward 0.01. Again, the connections not described tend toward their appropriate values. Note however that the curve is much shallower with a learning rate of 0.05 than with 0.1. For instance, the top to bottom connections converge by 500 cycles with a higher learning rate, but have still not converged at 1000 cycles with the lower learning rate.

Table 4 describes the variance of connections from the top row to the top row. As can be seen, the variance is always higher for the higher learning rate. This is due to more of a change in weights with each application of the learning rule. Clearly there is a trade off between time to learn the weight and variance of the weight.
Table 3.

Table 4.
2.2.3 Correlation with ‘Normal’ Patterns

The first two simulations used a pattern that changed every cycle. Prior simulations with CANT [11, 12] have generally presented a single pattern for twenty cycles, then allowed the network to run with no external input for 30 or even 70 cycles. The general idea of this type of presentation is that a particular object is presented for a reasonable amount of time; each cycle represents 10 msec and thus 20 cycles are 200 msec. Consequently, the system is learning to categorise objects from real objects.

Extra time with no input is allowed to see completion effects, allow competition between CAs, and to enable more CA solidification. However, running without input does not make sense in the simulations in this section because spread of activation is not yet introduced. Consequently, no neurons will be activated from internal stimulation.

Still the way the pattern is presented is important. Presenting one pattern for 20 cycles as opposed to 20 patterns for one cycle each will effect the variance of connection weights.

In this simulation, a pattern was presented for 20 cycles instead of one. The results are described in tables 5 and 6.

Table 5 shows the convergence of connection weights. Note, that there has been a change of scale from earlier tables and table 5 now represents 2000 cycles. There is still convergence, but it has taken more than twice as long. Additionally, the curves bounce up and down.

Table 6 shows the variance. When patterns alternate each cycle (the .10
LR and .05 LR lines), the variance goes down to near point 0.04. However, with the ‘normal’ patterns variance rises to near 0.12. That is, a weight that is typically 0.086 varies on average by 0.12.

This variance is due to repeated changes in the weight of connections. The weight is relatively sensitive to recent behaviour due to the learning rule incorporating the existing strength (see section 2.1). Consequently, the weight shoots up when it is being strengthened, and gets to be very high.

Clearly, the superior mechanism for presentation is a new pattern at each cycle. However, a reduced learning rate would compensate for this variance, and larger nets may be less sensitive to this variance. Finally, spreading activation may lead to less wild fluctuations.

3 From Connections to Synapses

In the prior section, the weights between neurons were mere correlators. However biological neurons show that this model is not appropriate. Firstly, neurons fatigue. Secondly, connections spread activation based on their weight. For CA theory, both of these properties are extremely important. This section shows the effect of introducing these properties into the model.

3.1 Fatigue

Fatigue is a property of biological neurons [14]. If a neuron is repeatedly fired it will tire, and will be unable to fire or will fire at a lower rate. This
is separate from a post-firing depression where neurons cannot fire twice within 10 ms. Fatigue is longer and prevents neurons from continually firing for much longer than a second.

For CAs, fatigue is important because it enables CAs to stop on their own accord. Hopfield nets reach a stable point where the same neurons will stay active infinitely. CAs are quite similar to Hopfield nets, but fatigue means that neurons will become less and less likely to fire. Without fatigue, an active CA would either keep the same neurons firing or would cycle through a pattern of neural activation. This same neural pattern occurs with Hopfield nets.

A CA has an activation curve where it is presented information. This can be done by directly stimulating neurons (as in our simulations) or by having neurons elsewhere in the network send activation to some neurons in the CA. If there is enough evidence (activation), the CA will ignite via intra-CA stimulation. After ignition, a large percentage of the neurons in the CA are active. This percentage is gradually reduced largely due to fatigue, until the recurrent activity is no longer supported and the CA becomes inactive.

Figure 1 is a description of this activation curve derived from [14]. Before presentation of the stimulus there may be background activity; some neurons are firing. Presentation of the stimulus causes extra neurons to fire. In the case of figure 1, a cascade of activation occurs, and a large proportion of the neurons in the CA begin to fire. This is CA ignition. After ignition the CA remains active even if external stimulus is removed. This activation continues, but eventually decays due to neural fatigue. At this point the CAs activation may be at or below the base rate.
The introduction of fatigue reduces the likelihood of correlation. When twenty neurons are presented repeatedly, some of them will be fatigued and will be unable to fire. Consequently, one would expect the connection weights to be less than the earlier correlations.

A simple simulation is to run the system with fatigue on and off. The simulation from section 2.2.3 was modified. First the patterns were presented with neural fatigue off, then the simulation was rerun with fatigue on.

Table 7 shows the results of this simulation on connections from neurons in the top pattern to other neurons in the top. As expected connection weights are smaller when neurons fatigue.

### 3.2 Spreading Activation

If connections are used to spread activation, these connections are no longer correlators. Firstly, they are now much more like synapses in biological systems and they will be called synapses in the rest of this report. Secondly, since these excitatory synapses now increase the likelihood of the post-synaptic neuron firing, they influence the correlation measurement.

In this simulation we presented the patterns to the network. The patterns were from 2.2 and changed every cycle. The patterns were presented for 20 cycles, and the system was allowed to run for a further 30 cycles. In one condition the network spread activation, and in the other no activation was spread.
The average weights of synapses were higher in all cases in the spreading activation condition. This is because more neurons were firing in the spreading activation case. In table 8 we present only the synapse from neurons in the top part other neurons in the top, but again the data holds for the other conditions.

What is the use of this spreading activation? From a psychological perspective, CAs must have benefits for the system that uses them. These benefits are well documented and include completion effects, maintaining a concept in working memory and passing information on to other CAs. Completion effects enable a full CA to be activated even though part of it is present in the environment; one may see the front half of a dog, but assume that the dog’s tail is there. This ‘assumption’ is a completion effect.

CAs maintain concepts in working memory by remaining active. Spread of activation allows neurons in the CA to remain active after the external stimuli has ceased. A CA can remain active for much longer than a single neuron because neurons fatigue.

CAs can also be used to activate other CAs. This can be used for memory of sequences [19] or possibly for semantic nets.

At a computational level, the primary function of CAs is categorisation. A stimulus pattern is presented, activation spreads from these externally stimulated neurons to other neurons. If there is enough activation the CAs is ignited, and the stimulus is categorised as that CA.

A CA is formed by Hebbian learning increasing the intra-CA synaptic
strengths. This enables the CA to be a reverberating circuit. This has now changed the connections from correlation measures to pattern attractors. The stronger the connection, the more likely the neurons are to be in the same CA.

Reverberation leads to higher separation. Spreading activation above leads to a very small difference in synaptic weight (.02), but reverberation will amplify this difference. So, spreading activation causes a difference in synaptic weights, which enables CA formation. This in turn causes a further change in synaptic weights.

For a CA to form, the patterns must be strong enough to enable the synaptic strengths to grow enough to enable them to activate other neurons in the CA. As CAs are essential, there must be mechanisms to categorise sparse patterns, and mechanisms to break overlapping patterns into separate CAs.

The simulation described above in table 8 does not lead to CA formation as no reverberating circuit is set up. The parameters of the simulation could be modified to allow CA formation on this particular pattern, but the CA learning mechanism needs to be more robust. CAs need to form when a network is presented with a wide range of input patterns.

The learning rule can be modified to encourage or discourage CA formation and thus categorise sparse patterns. For instance, the compensatory learning rule can be used to encourage CA formation; the compensatory learning rule is a post-hebbian learning rule [21]. See section 4.2 below.

4 CAs with Neurons Participating in Multiple CAs

A fundamental tenet of CA theory is that neurons can participate in more than one CA [20]. The fundamental reason behind this is that it enables there to be more CAs, but it also allows more co-operation between CAs. If each neuron participated in only one CA, there are 100,000 neurons per CA, and 500 billion neurons, then there can only be 5 million CAs. If neurons can participate in multiple CAs, it is possible to have more CAs than neurons [22].

4.1 Non-overlapping CAs Are Easily Created

There have been many simulations of CAs that have created non-overlapping CAs [15, 9, 12]. Non-overlapping CAs are equivalent to orthonogal inputs in other connectionist work. These networks use simplified neurons that are reasonable models of neurons. However, each of them has neurons participating in only one CA. That is, the CAs were non-overlapping.

For non-overlapping CAs to be learned, all that is needed is that the
strength of connections between the inter-CA neurons is increased, and the strength of connections between neurons in different CAs is reduced or kept small. Inhibitory neurons complicate the description, but make CA formation even easier by allowing CAs to suppress each other\(^2\).

Simple Hebbian learning rules can be used to learn non-overlapping CAs. There are advantages to using post-Hebbian learning rules [21]. These advantages include reducing the time to learn a CA, and changing the properties of the eventual CA. These properties such as CA ignition time and duration of CA activation are important, but are not the focus of this report.

It is more difficult to have neurons included in multiple CAs. The problem here is that CAs will ignite and the neurons that are included in other CAs will activate the other CAs. If multiple CAs are active simultaneously, the Hebbian learning rule will cause the CAs to recruit each other and merge into one CA.

### 4.2 The Compensatory Learning Rule

The compensatory learning rule is a variant of the Hebbian learning rule. It is still a localist rule based only on properties of the pre and post-synaptic neurons. The compensatory learning rule considers strength of all the synapses leaving the neuron. If the overall strength is low, the new strength is increased a large amount. This increases the likelihood that the neuron will fire later. Variants of the rule also consider the total strength of the post-synaptic neuron and a combination of both neurons. In this report, the simulations only use the pre-synaptic neuron.

The compensatory learning rule regulates the synaptic strength of all axons coming from a neuron. If there is low correlation on all synapses, the compensatory learning rule will raise the synaptic strengths relative to a non-compensatory learning rule. This will enable CAs to form where there are sparse patterns.

If there is high correlation on all synapses, the compensatory learning rule will cause the average synaptic strengths to decrease. This will reduce the likelihood of simulated epilepsy. It will be harder for all of the neurons to participate in one CA.

If some synapses have high correlation and some low, they will all be moderated. In combination with reverberating activity, this leads to unusual attractor dynamics. See the discussion section 5.

\(^2\)Without inhibition, CAs can recruit each other too easily becoming one giant CA. This is simulated epilepsy.
4.3 Overlapping CAs Can Be Created

One of the central tenets of CA theory is that neurons can participate in more than one CA [20]. This enables more CAs to exist.

The participation of neurons in more than one CA allows many more CAs because the number of CAs is not linearly limited by the number of neurons. Wickelgren [22] has shown that in a given net there can be more CAs than neurons. A CA is roughly a stable attractor state.

If a neuron participates in more than one CA, it is still spreading activation to all of the CAs when it is firing. Only one of the CAs may actually be ignited at a given time, but other CAs will be primed.

The compensatory learning rule allows CAs to from based on a wider range of patterns. Patterns with low intra-neuron correlation are weak patterns. When there are weak patterns, the compensatory learning rules makes the strengths of synapses stronger. In effect, the learning rule heats up the system, and encourages CA formation.

Once there is enough strength in a neuron, the compensatory learning rule discourages synaptic strengthening. Thus the compensatory learning rule also encourages neurons to participate in only one or a few CAs.

Similarly, if a neuron participates in many highly correlated patterns, only the strongest will have high synaptic strengths. The compensatory learning rule will reduce the synaptic strengths of weaker patterns because it is devoting the neurons synaptic strength to the strongest patterns.

4.4 Overlapping CA Simulation

Clearly it is important that neurons participate in multiple CAs. Unfortunately, there has been little simulation of CAs when neurons participate in multiple CAs. Wickelgren [22] simulates this but does not use biologically plausible neurons.

A simulation was done to store overlapping CAs. The two patterns used in the simulation from section 2.2 were used again. The network had 400 neurons, and the patterns consisted of 220 neurons; consequently each shared 40 neurons. Again each training pattern had 20 of these 220 neurons randomly selected as external stimulus. The patterns were presented for 20 cycles then allowed to run for a further 30 cycles.

The first version of the simulation included no inhibitory neurons. Table 9 describes the results. Initially, synaptic weights within a pattern increase and cross pattern weights remain small. However, after about 2000 cycles, the cross pattern weights increase rapidly. This implies that one super-CA is formed. As we would like two CAs to form, this is a poor result. This might be repairable by adjusting learning rates, but we would like a more robust system.
A final set of simulations was done but this time inhibitory neurons were included. Three versions of the simulation were run. In the first, patterns alternated every cycle. After 2000 cycles, two distinct but overlapping CAs formed.

In the second version of the simulation, ‘normal’ patterns were used. Patterns were presented for 20 cycles then the system was allowed to run without external input for 30 cycles. After 4000 cycles (80 presentations), one CA had formed. This is to some degree a negative result as both patterns were seen as the same.

In the second version of the simulation, the learning rate was set to .1, but in the third version it was set to .05. In this situation, after 8000 cycles 2 CAs formed in 7 of the 10 tests, and a single CA formed in 3.

Table 10 reflects the weights of one of the runs where two CAs form. Excitatory synaptic weights within a pattern are high, while those between patterns (top to bottom) are small. The weights from the middle are large, but smaller than those from the top to the top; this is because extra weights have to be used for the other pattern.

An additional measurement is Pearson’s product moment correlation coefficient. The measurement that is used for the network is whether a given neuron is active or not. The Pearson’s correlation is used because it ignores the inactive neurons, and in all cases, most of the neurons are inactive.
Table 10.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-Pattern Correlation</td>
<td>0.5079</td>
</tr>
<tr>
<td>Cross-Pattern Correlation</td>
<td>-0.1952</td>
</tr>
<tr>
<td>Cross-Net Correlation</td>
<td>0.3053</td>
</tr>
<tr>
<td>Cross-Net and Pattern Correlation</td>
<td>-0.1849</td>
</tr>
</tbody>
</table>

Table 11: Network Correlations

Table 11 shows the correlations between different runs of the network. After the network has been trained the Pearson’s measurement can be used to indicate the presence of a CA. The Inter-Pattern correlation is a comparison between presentations of different patterns of the same type. For example, at cycle 8000 and 8100, the top pattern is presented. The neurons that fire at 10 cycles after the beginning of presentation are compared. As the value is 0.5079, on average over half of the neurons that fire in one presentation fire in the other. This shows that a CA is reliably activated.

The cross-pattern correlation value is a comparison between different types of patterns (top patterns vs. bottom patterns). The negative correlation shows that different neurons fire for the different types of patterns. This shows that the two CAs are unique. These values are based on two networks where two CAs have formed. A comparison of a network where only one CA has formed would have a positive cross-pattern correlation.

The Cross-Net correlation compares the similar patterns on different networks. Again in this case we are comparing two networks where two CAs have formed. This number is lower than the inter-network comparison, but still shows similar activity.
The final correlation compares different patterns from different nets. It shows they are unique.

The Pearson’s measurements show that the two CAs really do form. These can be combined with the average synaptic weight to give a good picture of how the CAs develop.

The result of these simulations show that:

- Overlapping CAs can be formed.
- Inhibitory neurons are important in preventing the CAs recruiting each other.
- Oscillating patterns also help to prevent CAs recruiting each other by reducing the variance in synaptic weights.
- A low learning rate also reduces the synaptic variance and also helps prevent CAs recruiting each other.

5 Discussion

Earlier we stated that CAs are stable attractor states of the network. The stable state concept is similar to that of Hopfield nets [10]; indeed CANT nets and Hopfield nets are similar in many ways including the recurrent nature of connections.

If fatigue in a CANT net is ignored, a stable state can be reached by a set of neurons continuing to fire, or a cyclic pattern of neurons firing (e.g. neurons 1 to 10 fire in cycle 1, neurons 1 to 11 fire in cycle 2, then neurons 1 to 10 fire in cycle 3). The stable state can be thought of as a CA. There can be many stable states and neurons may participate in several states. This also occurs in Hopfield nets.

Fatigue modifies this because it causes the stability to eventually break down. As a firing CA represents a short term memory, fatigue is useful to cause short term memories to fade.

In addition to being stable states, CAs are also attractors. The completion effects are due to these attractor dynamics. Some evidence for a CA is presented when a few neurons fire. This is not a stable state because the activation will either die out or will lead to CA ignition. As many different initial neural patterns will lead to the same CA igniting, all these initial states are attracted to the same CA.

Inhibitory neurons are important because they encourage CAs to compete and in the long run to separate. If the stimulus is ambiguous, the CAs will compete. Both CAs will have evidence for them and will begin to be activated. Both CAs will contain inhibitory neurons and these neurons will
inhibit neurons in the opposing CA. When one wins, the stimulus is categorized as the successful CA. This is described by figure 2. Both CAs start to ignite but inhibition from one suppresses the other.

Without inhibition, CAs would have to be quite separate sharing few or no neurons. Overlapping neurons would cause other CAs to ignite. Inhibition can prevent the ignition even though there is a large amount of firing neurons in a CA.

The compensatory learning rule enables a wider range of patterns to be the basis of a CA and thus to be categorized. If neurons are not involved in a CA but are externally stimulated by a sparse pattern, the compensatory learning rule will encourage the CA to form by making the synaptic weights grow more rapidly and larger.

If, on the other hand, a neuron participates in many CAs it is encouraged to choose one. When one CA is active, the synapse to the inactive CA will be reduced markedly. In essence, the CAs are battling for control of the neuron. This enables CAs to fractionate into different CAs.

The compensatory learning rule thus encourages recruitment of neurons into CAs and fractionation of CAs into multiple CAs. This can lead to a highly dynamic system where new concepts grow and are created.

This is the first study of simulations of neurons participating in more than one CA that we are aware of. Overlapping neurons are critical to enable a large number of CAs [20, 22].

Moreover, when neurons participate in more than one CA connections between CAs are increased. These increased inter-CA connections enable priming, associative memory, hierarchy and cognitive maps. For example,
when neurons participate in only one CA, one CA can prime a second CA by direct synaptic connections. In contrast, when the CAs share neurons, the second CA is primed merely by activating the first. Determining neural membership in a CA is more complex, but this is only a problem of measurement, not a problem for the functioning neural network.

6 Conclusion and Future Work

This report has shown how the Hebbian learning rule leads to connections that are correlators. It has also provided a learning rule that enables the connections to act as nearly linear correlators showing the probability that the post-connection neuron fires when the pre-connection neuron fires.

It has then shown how the addition of biologically inspired constraints has effected these connection weights. Neural fatigue reduces the weights and spreading activation increases the weights. With the addition of these biological constraints, the connections can be renamed synapses.

These neurons and synapses can now be formed into networks that can learn CAs. A CA is a pattern categoriser. The pattern is categorised when the CA ignites.

Inhibitory neurons are added to the model. They reduce the ability of CAs to recruit each other and allow CAs to compete.

A compensatory learning rule is used to improve CA creation dynamics. It has the effect of increasing weights when a neuron has little synaptic strength and decreasing strength when it has a large amount. This has the additional benefit of preventing the entire network becoming active.

This network is used to learn CAs where neurons participate in multiple CAs. To the best of our knowledge, this is the first simulation of realistic neurons participating in multiple CAs.

CAs are not completely explained by this work. At a basic level, the CAs described in this work do not behave in the way that is expected from neurophysiological data. Firstly, the size and connectivity of the nets is too small. Secondly, CAs do not persist long enough after external stimulation stops. These CA basics need to be improved.

An obvious extension of this work is to see what types of overlapping patterns can be learned by CAs. Moreover, what types of learning rules and presentation mechanisms can encourage learning of these CAs.

Overall CA recruitment and fractionation need further study. CAs should be able to expand into areas that receive no external stimulation. Work on this has begun using the CANT model and spontaneous activation [13]. Additionally, CAs may break into separate CAs; this is known as fractionation. This needs to be studied. It is plausible that repeated presentation of overlapping patterns, where on CA has formed, may lead to
fractionation into two CAs.
So far we have described CAs as categorisors. We hope that these CAs will work together to form more than categorisors. CAs should work together to form an Associative Memory. This memory may also form hierarchies and even cognitive maps.
CAs may also allow rule formation and application. For this to work, the variable binding problem needs to be solved [18]. This will probably require an extension of the CANT model that handles more refined timing data. This is a medium term goal of this research.
In general, we feel that CAs can form the basis of both a full cognitive model and a real artificial intelligence. This work is far from complete, but we are making progress on known problems, and specifying the remaining hurdles to be jumped before these lofty goals can be met.
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